Abstract—We present an approach to the generation of realistic synthetic workloads for use in benchmarking of (massively) multiplayer online gaming infrastructures. Existing techniques are either too simple to be realistic or are too specific to a particular network structure to be used for comparing different networks with each other. Desirable properties of a workload are reproducibility, realism and scalability to any number of players. We achieve this by simulating a gaming session with AI players that are based on behavior trees. The requirements for the AI as well as its parameters are derived from a real gaming session with 16 players. We implemented the evaluation platform including the prototype game Planet PI4. A novel metric is used to measure the similarity between real and synthetic traces with respect to neighborhood characteristics. In our experiments, we compare real trace files, workload generated by two mobility models and two versions of our AI player. We found that our AI players recreate the real workload characteristics more accurately than the mobility models.

I. INTRODUCTION

In the past decade, a number of researchers focused their work on using peer-to-peer (P2P) technologies for networked multi-player games [1], [2], [3], [4], [5]. When taking a closer look at them, it becomes apparent that each research group employs an individual evaluation technique. Specific test setups are used, different workloads are generated and numerous metrics are defined in order to evaluate the quality of the proposed overlays. This variety impedes a comparative performance study of the different architectures. The experimental results provided in the existing works cannot be mapped onto each other for comparison. To perform an objective evaluation that spans a multitude of gaming infrastructures, it is necessary to implement a single common benchmark for these systems.

In this paper, we propose a method for generating synthetic workload to be used in benchmarks for online gaming infrastructures. Although originally developed for P2P gaming benchmarks, the workload generation as such is network-agnostic and can thus be used independently from the particular network infrastructure. It fulfills the requirements of being reproducible, scalable and realistic. We achieve this by first analyzing which aspects of the workload have significant effects on network communication. Second, we gather traces of a real gaming session in a shooter game prototype. Third, the knowledge obtained from the real gaming session forms the basis for determining the parameters of a goal-oriented artificial intelligence (AI) player we have implemented. Finally, we define a similarity metric to compare traces. We show that the AI player behaves similar to the humans according to the metric.

Any number of AI players can then be used to generate reproducible and scalable workload. In order to evaluate the degree of realism of our workload, we define a metric that expresses the similarity between real and synthetic traces. It is based on the characteristics of the number of neighbors a participant has in the game world at any point in time.

The rest of the paper is structured as follows. In the next section, we make considerations for implementing the network engine of a P2P game. Section III describes the properties of a good benchmarking workload and discusses approaches to creating it. Our evaluation framework and the AI player we implemented are outlined in Section IV. Experimental results are provided in Section V. Section VI concludes the paper.

II. P2P GAMES

Besides graphics, sound, and game mechanics, the implementation of the network infrastructure of a multiplayer game also plays a major role in its perceived quality of experience. The network is responsible for communicating interactions with the game world to the other players. Imperfections in the communication process can lead to noticeable delays, loss of events, or general inconsistency in the game state among the peers. Claypool and Claypool show that required capabilities of the network strongly vary with the type of game under consideration and the tasks within the game world. [6] It can be generally observed that shooter games require a high game state accuracy and low latency whereas strategy games are more tolerant in this regard.

The game we consider in our work is the 3D shooter game Planet PI4 (Fig. 1). For the most part, these requirements
apply to traditional client/server games as well as to P2P games. On the networking level, there are tasks a network must perform that are specific to P2P games. Of the P2P issues described by Fan et al. [7], interest management and game event dissemination are the two most relevant in this context. Generally, however, these aspects are not P2P-specific and need to be solved in client/server-based approaches as well.

In an MMOG, every player has their own personal view of the game world, depending on their current state. This view determines which parts of the world the player can see and which events can be perceived. Interest management is the process of distinguishing between information that is essential for a player to build the personal view of the world and information that is not. The area of interest (AOI), typically centered at the player’s position and bounded by the vision range, defines the region within which the player needs to receive game event information. All other players that are inside the AOI are considered to be the neighbors. In a P2P gaming overlay, they are the peers one communicates with directly. Maintaining an accurate and up-to-date neighbor list is the main objective of interest management.

The game event dissemination system ensures that each player receives all relevant game events within their AOI. Real-time games require low latencies for event dissemination to keep the players’ views up-to-date as much as possible. Since the AOI is bound to game world positions, the dissemination systems are typically based on game world proximity. The task can thus also be formulated as a spatial publish/subscribe model. The way data is disseminated in a client/server game differs from the way it is done in a P2P game. Data aggregation and filtering can be done centrally in client/server systems, whereas in P2P systems it must be done at the peers.

Quality of experience of a multiplayer online game is a highly subjective concept and cannot be measured directly. However, it strongly depends on the correctness of the neighbor lists and the responsiveness of the game events, which in turn depend on the capabilities of the chosen overlay. Benchmarks for gaming infrastructures thus estimate quality of experience by objectively measuring neighbor list accuracy and responsiveness. The former can be evaluated by calculating precision and recall of the neighbor list management. The latter is measured as latency and game state update frequency.

III. GAMING WORKLOAD

Following our benchmarking methodology [8], four main components are required for benchmarking P2P gaming overlays. The first is the definition of the common functionality each candidate system must provide. Next, it is necessary to identify quality metrics to be measured for each overlay. Typical examples are the precision and recall of the list of neighbors in the game world or the accuracy of the game state each peer maintains. In order to actually perform a benchmark, a test environment must be implemented. In our work, the test environment is the P2P game Planet Pi4 running in a simulator mode with computer-controlled players. Both the environment and the metrics have already been published in previous work. [9], [10]

The fourth component of a benchmark is a realistic workload for the gaming overlays to be evaluated. Workload generation is the focus of this paper. The goal is to generate synthetic workloads, that is, to simulate the behavior of players playing the game. Such a workload needs to fulfill three fundamental requirements to be usable for benchmarking. The workload must be reproducible so that the test scenario is exactly the same for each evaluated overlay and the test can be repeated any number of times. It must be scalable, so that it allows to provide an arbitrary number of players. And lastly, the workload used for benchmarking should be as realistic as possible in order to allow to make meaningful statements about the quality of an overlay.

There have been several studies on traffic patterns and models for client/server-based (massively) multiplayer online gaming. [11], [12] The typical approach to doing this is to collect data from real gaming sessions and to fit a traffic model to them to simulate simple characteristics like data rate distributions over time. Those approaches, however, are determined to a specific network structure, typically client/server. Such a coarse simulation is not sufficient for benchmarking P2P gaming overlays. In order to maintain the players’ AOI and to decide which peers to connect to, more high level knowledge like player positions is required. A synthetic workload for benchmarking a gaming overlay thus needs to include player positions and interactions, and the players’ behavior must be simulated.

The behavior of a player is composed of two basic aspects: The first aspect are the static constraints dictated by the game itself. For example, they limit how fast players can move, where they can go and how they can interact. These constraints are mostly invariant. The second aspect are the natural attributes of the players. Some players may be playing more aggressively or defensively, or they can be highly skilled or play the game for the first time. It is obvious that the former
aspect is much easier to reproduce, but both aspects need to be simulated to create a truly realistic workload.

A. Workload Generation Models

Three approaches to the creation of workload are: static traces, context-insensitive mobility models and context-sensitive AI players. By “traces”, we mean complete records of all actions, e.g., movement or interaction, performed by all players in a real gaming session. Such traces are clearly not scalable to any number of players other than the actual number of participants when they were created. On the positive side, they provide a reproducible workload which is realistic per se.

Mobility models on the other hand coarsely approximate player behavior. Beside their use for testing of extreme cases (e.g., massive crashes, extreme high player density), their biggest advantages are their simplicity and scalability. A random walk model only requires a few lines of code and already allows to model a large portion of the static constraints of the game and can be applied to an arbitrary number of players. Such a model can be gradually extended to include interactions like random shooting or random dying and respawning at a different location. Mobility models are deterministic and thus reproducible, and it is easy to simulate even large numbers of players. However, their degree of realism is questionable and difficult to substantiate. This is due to their insensitivity to the gaming context, i.e., they enable players to act, but not to react and interact. They may be capable of modeling characteristics of moving, shooting and dying/respawning individually, but fail to emulate the interrelation between them. Consider the following: A player may be more likely to shoot, the more hostile players are within the AOI. The more a player shoots, the more likely it may be for other players to die and respawn somewhere else. This relationship may often lead to situations where many messages (one for each shot) need to be sent to a large number of participants (crowded AOI) while neighbor lists constantly change (dying and respawning in a different location). This is an example for a complex interrelationship which is relevant to benchmarking, but cannot be modeled without understanding the game context.

AI players are a more context-aware way to generate workload. They are sensitive to the situations as they occur in the game and are able to react to them. The player behavior is recreated much more realistically than in the case of mobility models. In particular, they also allow modeling the natural attributes of the players. If implemented well, adjusting the parameters of the AI allows imitating even higher level patterns like aggressiveness or skill level. The ultimate goal for an AI player is to behave in a way that initiates the transmission of network messages in the same way a real player would. Looking at multiplayer games like Planet Pi4, we find that the following messages are being sent. Updates of the player’s position are sent periodically to the in-world neighbors. The frequency of these messages is assumed to be constant. Game events like shooting, hitting somebody or capturing a base all trigger messages as well. Their rate can be indirectly steered by adjusting the AI parameters. All situations where messages are disseminated have in common that the set of receivers strongly depends on the neighbors in the current AOI of the player. We thus need to implement the AI in a way so that the characteristics of the AI player’s neighbors over time approximates the real situation as closely as possible. Our neighborhood metric defined in Section V allows us to measure the similarity of the neighbor list characteristics between the AI and the real player. We use this metric to fine tune the parameters of our AI implementation and also to evaluate the quality of different workload generation techniques.

B. Previous P2P Gaming Workloads

This section provides a brief overview of the workload generation methods used in selected publications on P2P gaming overlays (see Table I). The authors of VON [3] use a simulation of discrete time steps and two mobility models. The first is a random walk where each node moves in a certain direction which changes with a certain probability. The second is a hotspot mode: Each node performs a random walk in the region of one of several hotspots and switches to another hotspot after a random interval. Similarly, the pSense [5] evaluation employs a (not further specified) random movement mode as well as a hotspot mode. MOPAR [1] is also evaluated in a simple simulator using a random mobility model which is not further specified. For the evaluation of Colyseus [2], its authors use an Emulab testbed with up to 50 hosts running modified Quake III instances. The game is then played by Quake III bots that are using an obstacle-sensitive mobility model based on Voronoi diagrams. The authors of Donnybrook [4] apply a larger-scale simulation using a behavior generator based on the same Quake III bots that where already used for Colyseus. In addition, they use a 32-player game played by humans for validation. An earlier approach to benchmarking of P2P overlays for interest management and spatial event dissemination has been proposed by Gross et al. [9] In their work, the authors focus on evaluation metrics and user churn modeling, but only use a simple mobility model (random waypoint and single hotspot) to generate the workload.

<table>
<thead>
<tr>
<th>Mobility Models</th>
<th>Random Walk</th>
<th>Random Waypoint</th>
<th>Hot Spot</th>
<th>AI Players</th>
<th>Human Players</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOPAR [1]</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colyseus [2]</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VON [3]</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Donnybrook [4]</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pSense [5]</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gross et al. [9]</td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
IV. IMPLEMENTATION

We implemented a comprehensive evaluation framework to be able to perform a complete benchmark for different network infrastructures. [10] Our framework allows to conduct real multi-player gaming sessions with humans and to create detailed trace files. In simulator mode, synthetically created sessions can be carried out in a controlled environment. Special care was taken to ensure that all processes in the simulation are reproducible. This was mainly achieved by explicitly setting the seed values wherever random numbers are generated.

A. Evaluation Framework

The evaluation framework is composed of three major components: the game Planet PI4, an integrated simulation environment, and an implementation of a monitoring server.

Planet PI4: Planet PI4 is fully implemented third-person 3D space shooter game for multiple players connected by an exchangeable P2P overlay network. The players can fly through a virtual asteroid field with space ships and shoot at each other. The game world contains several points of interest like bases or repair points as incentives for players to gather at certain locations. Players can either compete in a free-for-all fashion or as opposing teams. The game software has a modular architecture so that the implementation of the gaming overlay can be exchanged as needed with little effort. It currently runs with one of two implemented overlay networks: pSense [5], BubbleStorm [13], and a simple client/server implementation.

Discrete Event Game Simulator: This mode provides a reproducible environment that is able to simulate peers playing the game as well as the underlay network. Real-time game events are mapped to a discrete-event queue and the rendering of the virtual world can be disabled. In addition, the simulation environment maintains a global view of all peers. [10]

Monitoring Server: This server is used to monitor and trace all the game data from the human players as the game progresses. The server’s clock is used as a global time reference in the created traces.

B. AI Player

The main goal of implementing a game AI is to enable a purposeful behavior of the computer-controlled players. There exist many different actions in a game that trigger network messages. The progression of these actions reflects the characteristic of the player’s gaming behavior. This includes simple reactions to game events as well as behaviors with a more high-level motivation like strategies and team play. This is best modeled by a goal-oriented AI. We implemented a Behavior Tree AI for workload generation and adjusted the parameters of the goals in order to achieve a maximum amount of realism. The goals can be simple or complex. Complex goals are composed of a sequence of simple sub-goals where each sub-goal is mandatory for the success of the goal. The leaf goals of the tree form the interface to the game world. They can gather information about the current game state and interact with the world using concrete actions. Combining goals in such a way allows for an intuitive modeling of simple and complex behaviors. The desirability of each goal is periodically evaluated based on the current game state. The goal with the highest desirability score gets executed. The desirability functions are shown in Table II.

In our implementation we created 4 complex goals that are based on 6 sub-goals. During the execution of every goal, we permanently run obstacle avoidance to prevent collisions with other players or objects. The goals are as follows.

Go To Position (sub-goal): This goal sets the current speed of the ship to the maximum and steers towards the destination.

Find Highest Threat (sub-goal): This goal analyzes the enemies that are inside the area of interest. It determines the opponent that poses the highest threat based on distance, angle and shooting frequency.

Attack Opponent (sub-goal): Follows the enemy target to take it down. Since an appropriate strategy depends on the distance to the target, we implemented the following different strategies: If the target is out of firing range, an appropriate target is selected. If the target is in range, decrease speed, keep following the target and start shooting. If the target is too close, try to flank it by applying lateral thrust to fly around the enemy ship and keep shooting.

Combat(complex): This goal is a sequence of the goals “Find Highest Threat” and “Attack Opponent”.

Find Repair Point (sub-goal): Selects the closest repair point among all repair points inside the AOI.

Repair Ship (complex): This goal is a sequence of the goals “Find Repair Point” and “Go To Position”.

Find Base (sub-goal): The goal checks all bases in the AOI and determines the one that is most desirable to capture. The decision depends on the distance to the base and its current state. Bases that are controlled by the enemy are more preferable than neutral ones.

Capture Base (complex): This goal is a sequence of the goals “Find Base” and “Go To Position”.

Find Waypoint (sub-goal): Determines an interesting area for exploration. This is done either by selecting a uniformly distributed random waypoint or by selecting a random point of interest (e.g., bases and repair points). Both versions are implemented and evaluated in Section V.

Exploration (complex): This goal acts as the default behavior. It explores the map until a goal with a higher desirability arises. It is a sequence of the goals “Find Waypoint” and “Go To Position”.

V. EVALUATION

This section evaluates the synthetic workload created by our AI players. The results are based on a real gaming session of the game Planet PI4. 16 players ranging from novices to experienced shooter game players were divided into two teams and played the game for 20 minutes. All peers sent their application data to a central monitoring server where a trace file was created. The trace file contains a time-stamp, a unique player ID, the number of neighbors each player has,
Desirability Function

\[
\begin{align*}
\text{Combat} & : \frac{CSV}{MSV} \times \frac{VR}{DTB} \times T_{\text{Combat}} \\
\text{Repair Ship} & : \frac{MSV - CSV}{MSV} \times \frac{VR}{DTB} \times T_{\text{Repair}} \\
\text{Capture Base} & : \frac{BVR}{CB} \times \frac{VR}{DTB} \times T_{\text{Capture}} \\
\text{Exploration} & : T_{\text{Explore}}
\end{align*}
\]

<table>
<thead>
<tr>
<th>Goal</th>
<th>Desirability Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combat</td>
<td>(\frac{CSV}{MSV} \times \frac{VR}{DTB} \times T_{\text{Combat}})</td>
</tr>
<tr>
<td>Repair Ship</td>
<td>(\frac{MSV - CSV}{MSV} \times \frac{VR}{DTB} \times T_{\text{Repair}})</td>
</tr>
<tr>
<td>Capture Base</td>
<td>(\frac{BVR}{CB} \times \frac{VR}{DTB} \times T_{\text{Capture}})</td>
</tr>
<tr>
<td>Exploration</td>
<td>(T_{\text{Explore}})</td>
</tr>
</tbody>
</table>

\(CSV\): Current Shield Value  \\
\(MSV\): Maximum Shield Value  \\
\(DTE\): Distance to next Enemy  \\
\(DTB\): Distance to next Base  \\
\(DTR\): Distance to next Repair Point  \\
\(VR\): Vision Range  \\
\(CB\): Captured Bases  \\
\(BVR\): Bases in Vision Range  \\

the number of shots fired, number of hits and the number of deaths. Each value is accumulated over one second and written to the trace file as one entry per second per player. The same experimental setup was then repeated for four artificial gaming sessions by using the following workload generation techniques:

**Random Waypoint (RWP):** Mobility model that makes the artificial players move to completely randomly selected positions on the map.

**Random Point of Interest (RPOI):** Mobility model that moves to randomly selected points of interest (bases, repair points).

**AI Player with RWP Exploration (AI-RWP):** AI player with a random waypoint exploration mode.

**AI Player with RPOI Exploration (AI-RPOI):** AI player with increased interest in exploring bases and repair points.

We denote the session of real players by \(\text{REAL}\).

We argue that closely approximating the real characteristic of the number of neighbors in a player’s AOI is the most important feature for synthetically generated workloads. Adding neighbors or removing them from the neighbor list is the main task of an overlay’s interest management. AOI neighbors also represent the receivers of most of the sent messages and thus strongly influence how many messages are communicated over the network.

In order to express the characteristics of a player’s neighbors over time, we use a simple Markov chain. We assume that the number of neighbors at one point in time only depends on the number of neighbors in the previous time step. Higher order dependencies are ignored. We thus count how often the number of neighbors changed from \(i\) to \(j\) over the entire duration of the gaming session. This results in a neighborhood transition matrix \(A = (a_{i,j})\), \(i = 0, \ldots, n\), \(j = 0, \ldots, n\) where each coefficient \(a_{i,j}\) counts the number of transitions from \(i\) neighbors to \(j\) neighbors from one time step to the next (1 second). The matrix is then normalized such that \(\sum_{j=0}^{n} a_{i,j} = 1\) for all \(i\), that is, all rows sum up to 1. Each row \(i\) then represents a probability distribution for the number of neighbors \(j\) in the next time step. Like this, a matrix \(A_{s,p}\) is created for each of the 5 sessions \(s\) and each of the \(n = 16\) players \(p\). Additionally, a matrix \(\hat{A}_s\) is created for each session by averaging the neighborhood transition matrices over all players in the session. Fig. 2 shows a plot of the average matrix \(\hat{A}_{REAL}\) of the real gaming session.

We can now measure the difference \(d_1(\hat{A}, \hat{B})\) between the neighborhood characteristics of two sessions by simply computing the L1 norm between the respective averaged neighborhood transition matrices \(A\) and \(\hat{B}\):

\[
d_1(\hat{A}, \hat{B}) = \sum_{i=0}^{n} \sum_{j=0}^{n} |\hat{a}_{i,j} - \hat{b}_{i,j}|.
\]

We evaluate \(d_1\) in two different ways. First, we compare the averaged transition matrix \(\hat{A}_{REAL}\) to the transition matrices \(\hat{A}_s\) of the four synthetic sessions. We do this by calculating \(d_1(\hat{A}_{REAL}, \hat{A}_s)\) for \(s \in \{\text{REAL}, \text{RWP}, \text{RPOI}, \text{AI-C}, \text{AI-S}\}\). This is shown in the second column of Table III. Second, we compare the matrices \(A_{s,p}, p = 1, \ldots, n\) of all players of a particular session \(s\) with the average \(\hat{A}_s\) of the respective session and average over all players:

\[
d_{\text{var}}(s) = \frac{1}{n} \sum_{p=1}^{n} d_1(\hat{A}_s, A_{s,p})
\]

for each session \(s\). This gives an indication of how much the metric \(d_1\) varies among the players of a session. This is shown in the third column of Table III. It can be seen from the table that the neighborhood characteristic is better modeled by the AI players than the two mobility models. Also, the AI player that prefers to explore points of interest when there is no other goal to follow, achieves a higher similarity than the random explorer AI. This is due to the fact that human players also tend to gather at interesting points of the world. The small variation of the players around their average matrix indicates that the metric we defined is reliable property.

The second goal of creating realistic gaming workload is to accurately mimic the interactions of the real players. The
We presented an approach to generating realistic workload for the use in the benchmarking of multiplayer online gaming infrastructures. It is based on goal-oriented AI players playing the 3D shooter game Planet PI4. Unlike mobility models, AI players take the context of a game into account. By examining the types of messages used in such a game, it became apparent that the number of AOI neighbors play an important role in the generation of network messages. We thus defined a metric that allows to compare neighborhood characteristics of different workloads. This metric was applied in an experiment with real workload, two mobility models and two versions of our AI player. The experiment showed that the metric is a reliable property and that the AI players modeled real player behavior more accurately with respect to the number of neighbors. We also found that the current AI implementation models the number of shots, hits and deaths inexacty. These values can only be adjusted indirectly, which leads to a change in the neighborhood characteristic at the same time.

In future work, we would like to investigate the parameters of our AI more thoroughly to find a setting that meets both requirements simultaneously. The impact of it is more accurately with respect to the number of neighbors. Furthermore, we want to compare the results with other real gaming session with more participants. For this purpose, it is desirable to extend the metric $d_1$ so that the neighborhood characteristics of two sessions with differing numbers of players can be compared.
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<table>
<thead>
<tr>
<th>Session</th>
<th>Shots</th>
<th>Hits</th>
<th>Kills</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>REAL</td>
<td>148.09</td>
<td>41.76</td>
<td>0.41</td>
<td>28.2%</td>
</tr>
<tr>
<td>AI-RWP</td>
<td>161.19</td>
<td>71.49</td>
<td>0.74</td>
<td>44.3%</td>
</tr>
<tr>
<td>AI-RPOI</td>
<td>199.48</td>
<td>70.86</td>
<td>0.74</td>
<td>35.5%</td>
</tr>
</tbody>
</table>

**TABLE IV**

Comparison of the shots/hits/kills per minute and per player and the accuracy for the real gaming session and the two AI player workloads.

**Table III**

Difference between the neighborhood transition matrices of the four workload generation techniques and the real session.

<table>
<thead>
<tr>
<th>Session</th>
<th>$d_1(A_{REAL}, A_s)$</th>
<th>$d_{var}(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>REAL</td>
<td>0.00</td>
<td>0.65</td>
</tr>
<tr>
<td>RWP</td>
<td>7.49</td>
<td>2.97</td>
</tr>
<tr>
<td>RPOI</td>
<td>2.74</td>
<td>0.59</td>
</tr>
<tr>
<td>AI-RWP</td>
<td>2.26</td>
<td>0.75</td>
</tr>
<tr>
<td>AI-RPOI</td>
<td>0.81</td>
<td>0.40</td>
</tr>
</tbody>
</table>