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Abstract. In unstructured peer-to-peer networks, as in real life, adgeeigh-
bourhood is not only crucial for a peaceful sleep, but alsoafo exchange of
important gossips and for finding good service.

This work investigates self-protection mechanisms basedeputation in un-
structured peer-to-peer networks. We use a simple approaene each peer
rates the service provided by others and exchanges thetsallknowledge with
its direct neighbours. Based on reputation values peersgestieir connections
to direct neighbours and make service provisioning deessio

To quantify the impact of our proposed scheme, we implemeaithale protocol
in a fully unstructured peer-to-peer network. We show thee fiding and the im-
pact of malicious peers trying to poison the network with bk is minimised.
Furthermore, we show that a good neighbourhood protects fieen selecting
bad files, while free riders suffer in a bad neighbourhood alicious peers.
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1 Motivation

Network poisoning is a problem where malicious peers tryglmad invalid files into
a peer-to-peer network. Although standard cryptograptiigtions like hash functions
can help us to check the integrity of files, the impact of nekypmisoning has increased
dramatically in the last few years. The reason is that in @dalised, large-scale net-
work where contentis provided by the users themselves,amaat easily transfer tech-
niques from centralised content delivery environmentsnivipeer-to-peer networks
have lost their popularity because the content providedimithose networks is mostly
malicious (infected by virus) or invalid, wasting the usdmme and bandwidth. On
the other hand, there is an increasing number of decergdadigstems using reputation
schemes as security measure to protect users and rewareratio@ behaviour.
Recently, various research contributions studied the anpad strategies of net-
work poisoning and analyzed its magnitude within P2P nét&/§t4,5]. In this work,
we analyse the concept of self-protection against netwoikgming and free riding
within unstructured peer-to-peer networks by using coteépm soft-security and



traditional security. We model our peer-to-peer networlkadsasic Gnutella network
[12] without any structure and extend it only by a simple poat we call Simple Trust

Exchange Protocol (STEP), which enables peers to decideMitoonnect to as direct
neighbours and to whom to provide service. As the resulyst-trased construction of
an overlay network is accomplished by local decisions.

To avoid the extreme case of individual “learning-by-dgi8§ EP provides a mech-
anism to exchange knowledge between its direct neighbahish helps a neighbour-
hood to avoid selecting bad service or potentially malisiogighbours. Moreover, as
the search in unstructured networks is mostly based onréiftdlooding algorithms,
having a good neighbourhood becomes essential for a pean'se@arch success.

Although scaling problems of the original Gnutella netwarle well-known, we
take advantage of a fully unstructured network to avoid deximachina” intervention
and to support the evolutionary growth of topology. Funthere, the concept intro-
duced in this work does not depend on the flooding approacmaféla and could be
adapted to different routing mechanisms (e.g. Ultrapeers)

2 Simple Trust Exchange Protocol (STEP)

To support service rating and exchange of knowledge amoigipineuring peers, we
introduce Simple Trust Exchange Protocol (STEP), the pseunnymous token-based
protocol. A token is a mutually signed transaction receiptolv serves as a proof of
service provision between a consumer and a provider (inualsoenarios we consider
a service to be a file transfer between a provider and a congsiureclearly, other
scenarios are also conceivable). To participate in thesystvery peer needs to create
a public-private key-pair as its identity. Because the iifeas no ties to the outside
world and only becomes meaningful by a token signed witlnére is no need for any
public key infrastructure.

To discourage the change of identity, in this work we folldwe idea of "no profit
to newcomers" [13], where every new peer gets the minimaiptesreputation.

STEP relies on a peer-to-peer network to discover and dedemwices and only ex-
tends systems by a token creation mechanism and knowledbamye between peers.
The structure of a token is shown in Table 1.

| Name] Description |
CID Consumer’s identity
PID Provider’s identity
TS Timestamp of token creation

LengthLength/Duration of service (e.g. File size)
Rating Consumer’s rating @ood,bad})
CSig Consumer’s Signature
PSig Provider’s Signature

Table 1.Token structure



2.1 Token creation

A token is created upon a request of a service and is supptetheiith rating after a
transaction has finished. Upon the service request a comatrages an initial token
by filling the data fields excefRating and signs it with his private key. The consumer
sends the token and his public key to a provider. If the prewatcepts the service
request he also signs the initial token and sends the tokeéiarpublic key back to
the consumer. After the transaction the consumer ratesrtivéder (filling the Rating
field) and finalizes the token by re-signing it. Finally, hede a copy of the token to
the provider.

The objective behind the consumer’s double signing is tigaié the incentives for
not finalizing the token. For example, a free-rider couldideto reject finalization and
publication of the token to avoid being detected as a consuméhis case the initial
token containing the free-rider’s signature will be puibid by a provider. As a result,
other peers will be able to collect tokens and if the providérusted the free-rider can
still be detected.

2.2 Knowledge Exchange

Every peer can improve its own knowledge over another peectly by requesting a
service and then rating it, or indirectly by collecting athatings about that peer and
then using them to compute its own trust value.

Knowledge exchange between peers is realized througkbdittm of tokens within
an overlay network and by storing the received tokens lpciie use the Gnutella-
typical flooding approach for distributing tokens in a waygar to query for services.
The Knowledge message is wrapped in Gnutetluery messages to provide max-
imum compatibility with legacy peers in mixed networks, lg@us to the approach
described in [8]. To enable the verification of a token, inectie local neighbours do
not have the required keys, a peer forwarding the token ajsibie missing public keys
of both, the consumer and provider, to theowledge message.

2.3 Decision Making

The computation of a peer’s reputation is a subjective matid every peer can choose
its own method for interpreting the collected tokens. I8 thork we focus on the impact
of reputation and not on its calculation, which is why we us&imaple approach of
calculating the number of collected tokens where the pewigas rated as good, and
subtracting the tokens where the rating was bad. Althoughrttechanism does not
deal with nodes that are actively trying to cheat the repariatystem (such as attacks
from malicious group of peers which can mutually sign toRe8F EP provides enough
room for implementation of more sophisticated algorithFa. example, one peer can
choose to follow the PGP’s “Web-of-Trust” concept by coesidg the trustworthiness
of both signatures, as well as by utilizing the transitidfitrust relationships (e.g. [4])
or more accurately computing reputation of token-basetésyswith a more complex
attacker model (e.g. [10]). Furthermore, a very restrectipproach would be to base
the trust computation only on a closed group od peers (sirodacepts already exist



as “darknets” which represent a closed group of membersmiétipublic peer-to-peer
network).

Search and Service SelectionAfter executing a Gnutella query and receiving search
results a peer can immediately compute a reputation ofaailprovider peers based
on its local knowledge. The consumer peer then selects aiftleavprobability propor-
tional to the sum of reputations of all providers offering game file [13].

Due to assigning a reputation with positive minimum to eyeggr, every provider
has the chance of being selected. This method decreasegdheanling of a few top
providers and increases the chance of selecting a newlgdqgieer if it provides fre-
quently searched files.

Service Providing. After selecting a provider, a consumer sends a service stqgifie
there is enough free bandwidth for an upload connectionptbeider grants the ser-
vice immediately to maximize the utilization of its band#idOtherwise the provider
computes a reputation of the new consumer and compareshittiagt lowest reputa-
tion of those consumers already connected. If the reputaticghe new consumer is
higher than that of any already connected consumers, theection with the lowest
value is cancelled and replaced with a new one. Although itlld/be better to use a
non-preemptive queue to finish the already started file teamsstead of cancelling a
transaction in progress, Gnutella does not support suateqin

Choosing the Neighbourhood. In Gnutella, every peer has a minimum number of
desired neighbours (typically 4 for real-world Gnutellawerks). If its current number
of neighbours is less then desired the peer actively triestmect to more neighbours.
Instead of choosing the neighbours arbitrarily as in thesitaGnutella a STEP peer
tries to connect to neighbours with a reputation at leasigisds its current neighbours.
If no such peers are available an arbitrary peer is chosen.

Most of the peers, depending on their bandwidth, supporerttean the minimum
number of neighbours and thus are able to accept incomingemion requests by new
peers. In the classic Gnutella every peer with availablaneotion slots accepts all in-
coming connection requests. In STEP only requesting peithsaneputation that is
in average not lower than those of the current neighbouesaecepted. If the STEP
peer has reached the maximum number of Gnutella connegtloars, for every fur-
ther connection request the reputation of a requestingipe@mpared with the local
neighbourhood. If a neighbour with a lower reputation i®atty connected, it will be
replaced.

3 Experiments

Service mentioned in all of our scenarios is a file transfet we have modelled 4
different peer profiles:

— Cooperative Peer: a peer that offers services to the network by sharing vaédfi



— Freerider: an opportunistic peer that does not share any files but oglyests ser-
vices,

— Foul Dealer: a malicious peer with a high bandwidth and maximum numbéfesf
(highest probability to answer witQuery Reply), which tries to upload invalid
files only (network poisoning),

— Good Dealer: opposite of the Foul Dealer, an altruistic peer with a highdwidth
and a large number of valid files.

The profile of aGood Dealer is only for measurement purposes in order to better com-
pare the impact of good and bad dealers within a STEP-entdamzklegacy Gnutella
network.

3.1 Configuration

One of the advantages of using Gnutella for our investigatidhe availability of rich
empirical data. To provide realistic assumptions of the@emline times and available
bandwidths, we have used empirical distributions basedherGnutella analysis from
[16]. The file popularity distribution was also based on enopl data taken from [17]
which analysed the Kazaa peer-to-peer network. Other sitionl parameters are listed
in Table 2.

Network Size |2048, 4096
Number of Files | 192.000
Token Validity Timg 10 h
Query Interval 2-4 min
Simulation Time | 80 hours

Table 2. Simulation Parameters

The number of Free Riders was set to 50% for both network sisdshumber of
Foul Dealers and Good Dealers was set to 64. The bandwidtdiwidgd into upload-
and download streams which can be asymmetric to conformealgeer-to-peer net-
work with heterogeneous peers (e.g. DSL users with 1024&@dwnstream and 128
Kbit/s upstream). The minimum bandwidth represent modesnsusith both upstream
and downstream of 32 KBit/s and the maximum bandwidth is adivand user hav-
ing 10 MBit/s for both directions. Both, Foul Dealer and Gdaehlers are assumed to
have maximum bandwidth, where other peers follow empiriiistributions from the
real-world statistics.

As the goal of this work was not to provide highly sophistethmechanisms to
detect malicious behaviour we assume all peers conform tdeBa and/or the STEP
protocol with the exception that every peer rated as badneilpublish tokens. The
service is rated as good if the file was sound and bad if nottygyeer makes a wrong
rating (unintentionally) with a probability of 5%. In theifialization phase, when a new
peer joins the network it randomly tries to connect to pesymfa global peer cache.



Because of a long transient phase of network initializatiea simulated 80 hours of
network activity. This proved to be very important as thediestate was reached after
approximately 15 hours. All simulations were conducted wAthlon XP 2500+ with

1 GB RAM and one simulation run took approximately 24 hourfrtish. The memory
requirements of the simulation were 889 MB.

3.2 Results

Network Poisoning. In Figure 1 we analyse the impact of Foul Dealers and Good
Dealers on network poisoning by comparing the number ofesssfal uploads of bad
files within both scenarios. As it can be seen, in the STERuecdd scenario the impact
of Foul Dealers is decreased by 77% while the impact of Goaalddg is increased by
46%.
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Upload (MB)

@ Good Dealer 30,571 20.924
‘. Foul Dealer 4.706 21.324

Fig. 1. Network Poisoning

Figure 2 analyses the downloads between cooperative peerfsee-riders, again
for the two scenarios. The total number of good downloadsy{ecative and free-riders)
remains almost equal in both networks, but the number of glmwehloads of cooper-
ative peers is almost 20% higher than for free riders. In adggetwork there is no
incentive to behave cooperatively since all peers equalynioad good and bad files.
Even more interesting is the fact that there is only 13% bachitmads within the STEP-
enhanced network out of which 83% are performed by freerside

Furthermore, we measured the number of good and bad quenysrés bad result
is service offered by a foul dealer) for both cooperative fiad-rider peers when they
search for a specific file. As previously mentioned, the sear¢he Gnutella peer-to-
peer network is a simple flooding. Due to the limitation of lowy by a query’s TTL
counter, it is important for a peer to be in a good neighbooadhds it can be seen in
Figure 3, the number of bad results for cooperative peenedses dramatically, while
the free-riders are losing good results and gaining moredsdts. The overall number
of query results is decreased after 15 hours as a resultgfibbeurhood clustering.



STEP Good DL STEP Bad DL Legacy Good DL Legacy Bad DL
‘.(‘ i 3311 131 2693 2.027
[BFreerider 2.242 640 2.748 2.036

Fig. 2. Download Scenario
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Fig. 3. Search results

Knowledge. Figure 4 (left) shows local knowledge of a peer over all takanthe
network. As it can be seen, after 15 hours the local knowledgers over 40% of all
tokens existing in the network. The reason for its decreétse #he first 15 hours is
the clustering of the network, when the good neighbourha@sddeen established and
tokens from the bad neighbourhood cannot reach most of taes peithin the good
neighbourhood. The Figure 4 (right) shows the accuracy afex’p local knowledge
about every other peer. As a result, although every peer &ooly 40% of all tokens in
the network it has on average 50% of all tokens associatdgetpger when calculating
its reputation. This is due to the limited horizon of queryddmowledge exchange
messages, both affected by the location of a peer in theapveetwork in the same way.
Thus, the received tokens will be more related to providensl consumers’ reputations
actually calculated than tokens beyond the horizon, whestenreached the peer.

Topology. Figure 5 shows topologies captured during the simulatioresi of 10h,
20h, 30h and 40h. After 40h the topology has stabilised andigwificant changes
occured afterwards. A clear separation of neighbourhoad$®e seen after 25 hours of
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Fig. 4. Local knowledge

simulation where cooperative peers have distanced thees#bm most of the Foul
Dealers creating a neighbourhood with the Free Riders.

There are still many connections between the neighbourydod due to the TTL
scoping ofQuery and Knowledge messages most message exchanges remain inside
neighbourhoods, resulting in decreased number of quenftsesom remote neigh-
bourhoods. This also results in a decreased number of gusig from free-riders to
good peers (and thus self-protecting) but also from othedgeighbourhoods.
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Fig. 5. Topologies after 10h, 20h, 30h and 40h



STEP Overhead. The Overhead of STEP can be mainly attributed (98% tmwledge
messages as they contain tokens and public keys. In the easstevery token has 2
public keys and if the key length is set to 512 Bit every tokests 128 Bytes. Never-
theless we implemented a simple caching strategy wheremavlykeys are forwarded
to direct neighbours decreasing the cost to only 0.6 keysoen and still provide key
distribution within fully unstructured peer-to-peer nerk. Furthermore, the length of
an average knowledge message was 750 Bytes and maximayBy3€s.

As the result, we can state that the price to pay for STEP is% ®®rease in
bandwidth usage over standard Gnutella control messagbeaat; yet, its advantage
is a dramatical decrease in the number of bad downloads draheed incentives for
cooperative peers as they are now able to increase theatitilizof their bandwidth
with valid downloads which are preferred over those of tieedfriders.

4 Related Work

The problems caused by selfish and malicious participaneén-to-peer and ad hoc
networks have been examined in several studies (e.g. BZL,

Probably the first to propose a practical solution basedautitional cryptography
and structured overlay networks were Aberer and Despofi¥igsing the P-Grid sys-
tem to store and retrieve complaints about misbehavingsp&ére principle of “no
profit to newcomers” together with other design goals forfiegeer networks (self-
policing, anonymity, no profit to newcomers, minimal oveatierobust to malicious
collectives) has been described by Kamvar et al [13]. Thegiteid the EigenTrust peer-
to-peer reputation system according to those design dbiglsn Trust uses a distributed
way of approximating the global trust value of a peer. Dargal [8] proposed a dis-
tributed reputation system as an extension to Gnutella¢®RPRep, with a seamless
migration path for existing Gnutella networks. Those inéign concepts can be ap-
plied to our system in a similar fashion. Instead of usingiedjtransaction receipts
they rely on a live poll of user opinions, which has its own ahages and disadvan-
tages. The usage of reputation as a trust building concéipitva decentralised network
of WLAN providers was described by Efstathiou and PolyzoELD}. They apply the
concept of a token-based reputation to a system they cakkatBd’eer Wireless Net-
work Confederation (P2PWNC). For reputation calculatioeytuse a maximum flow
based algorithm called NWAY which is very resilient to coogteng groups of mali-
cious nodes. The tokens in their system are exchanged bpatitey parties, instead of
the active publication mechanism we use.

Very interesting work on using trust to build an unstructlweerlay network (Adap-
tive P2P Topologies) was introduced by Condie et al. [6fdad of a reputation system,
they count only the subjective experience of every nodé#.itBkis minimizes the over-
head of the protocol but also limits the available informaton other peers. As the
result of their adaptive topologies, the malicious peetsfage-riders are pushed to the
fringe of the network, which is similar to our work. Howevtre major difference is the
usage of tokens to avoid distribution of only subjectiveortp(gossips). We considered
the token mechanism to provide further advantages sucthassing indivdual repu-
tation algorithms and support of the Web-of-Trust concapa ipeer-to-peer network



where every peer can individually decide whose tokens camdre trusted based on
the providers and consumers signatures.

Furthermore, tokens constitute the basis for coordinatimh control mechanisms
as well as for pricing in commercial scenarios as descrilydddbau et al. [15].

5 Conclusion and Future Work

This paper presents our initial work on trust in unstruadupeer-to-peer networks.
Our objective is to investigate into more depth both, theani@and efficiency of self-
protecting mechanisms based on trust computation. We lesza to use a completely
unstructured peer-to-peer network as it allows us to ingat impacts on topology, as
well as to support evolutionary growth of the network.

STEP defines a simple way to create transaction receiptssathptable to many
different methods for knowledge exchange. The algorithesgnted here adapts the
Gnutella query method for maximum compatibility with legaetworks.

The Gnutella network is clearly not very scalable but martgrahtive routing
mechanisms for message routing in peer-to-peer netwonkes heen proposed in re-
cent years. Alternatively, tokens can be accumulated &t iséermediate peer and for-
warded in regular intervals to reduce the number of messaggeded. Also, as a part
of our future work we intend to investigate how trust can bedufor a better routing
of search messages to mitigated overloading of trusteds@e®t to create incentives
against free-riding. The idea of trust-based routing ctnlgh us to scale the efficiency
of routing scheme based on trustworthiness of a peer or &lbeighood.

Furthermore, if the service provided by the peers is theagplof shared content,
the semantics of this content may also be used to achiever bietiting of tokens,
which leads to a more precise reputation calculation andemquently to a better reor-
ganization of the overlay. It has been observed that comemirmally clustered into
categories with most peers being active only in very fewgmtes [7]. Therefore, the
interaction topology of such content distribution netwoere typically highly clus-
tered. This circumstance may be used to distribute tokepsees which can make use
of them more efficiently.

The STEP system is not only highly independent of the knogdexkchange method
but also of the choice of reputation algorithms such thatyepeer can choose an al-
gorithm independently. The choice of usable algorithmseis/\broad as every node
can store a relevant proportion of the globally availablevdedge about rated peers.
To optimize the overall system performance the chosen ithgoishould not only be
resilient against attacks, but should also provide goadts®seven with little aggregated
data. To follow this idea, we consider not only token meckiasi, but also concepts of
accumulated gossiping for building trust within peer-gepnetworks.
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